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HCC’s usage of GlideinWMS

* Many users of GlideinWMS
— Mathematics — Graph Existence
— Computer Science — My Masters thesis
— Bioinformatics — NMR (Rosetta, DalilLite)
— Physics — LSST prototype
— Digital Humanities — Every permutation ringtone.

* Exclusively use the GlideinWMS RPM
— Currently running glideinwms-vofrontend-2.5.4-2.0sg



HCC’s usage of GlideinWMS

e Center of our Campus grid
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HCC's usage of GlideinWMS

e Users submit jobs on our glideinwms frontend
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HCC's usage of GlideinWMS

* Jobs flock to on campus resources
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HCC's usage of GlideinWMS

* Jobs go out to the OSG through GlideinWMS
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HCC's usage of GlideinWMS

* Jobs flock out of our campus.
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HCC's usage of GlideinWMS

* Developed custom monitoring
GlideinWMS Monitoring

GlideinWMS VO Frontend Monitoring
GlideinWMS Group Graphs

Glidein Accounting

Glidein Histogram

| Reload Images |

Running Outer; Idle Inner

cpass@cpass.unl.edu (idle: 404)
cpass@cpass.unl.edu (running: 1929)

https://github.com/djw8605/GlideinMonitoring




HCC's usage of GlideinWMS

e Contributed monitoring to GlideinWMS

Current GlideinWMS Frontend Status - glidein-unl-edu_OSG_gWMSFrontend

[ Browse | Group Matrix | Status ]
| Refresh Data |
Snapshot last updated: Tue Jan 17 12:01:23 2012

Groups:

| Enlarge Graphs |

Glichaing not masched

g

F5 ////Il\\\\\g*

http://glidein.unl.edu/vofrontend/monitor/frontendGroupGraphStatusNow.html




GlideinWMS Accounting

* Accounting is very important to HCC

e All of our accounting data is in a local Gratia
Collector

 We created a gratia probe for GlideinWMS.

—  https://twiki.grid.iu.edu/bin/view/Accounting/ProbeConfigGlideinWMS




GlideinWMS Accounting

* See usage by

user...

Daily Hours By User (Glidein)
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Maximum: 508,232 Hours, Minimum: 65,218 Hours, Average: 226,664 Hours, Current: 170,355 Hours

http://gratiaweb.grid.iu.edu/gratia/xml/glidein dn hours bar




GlideinWMS Accounting

 And by site...

WMS Hours Spent on Jobs By Facility (Glidein)
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Maximum: 508,232 , Minimum: 65,129 , Average: 226,215, Current: 163,718

http://gratiaweb.grid.iu.edu/gratia/xml/glidein hours bar smry




GlideinWMS Accounting

 And get data in CSV format

Facility,Unknown Grouping,
IN2P3-IRES,1326758400,756.327777778
IN2P3-IRES,1326672000,220.241944444
IN2P3-IRES,1326585600,1991.90583333
IN2P3-IRES,1326499200,5364.97333333
IN2P3-IRES,1326412800,11331.8644444
IN2P3-IRES,1326326400,2801.0875
IN2P3-IRES,1326240000,2486.20472222
IN2P3-IRES,1326153600,2826.03833333
IN2P3-IRES,1326067200,1031.90277778
IN2P3-IRES,1325980800,112.641388889
IN2P3-IRES,1325894400,141.783611111
TTU-ANTAEUS, 1326067200,0.169722222222
TTU-ANTAEUS, 1325980800,280.915555556
TTU-ANTAEUS,1325894400,2587.67944444
TTU-ANTAEUS,1325808000,1009.18
TTU-ANTAEUS,1325721600,2505.24805556
TTU-ANTAEUS, 1325635200,2446.05388889
TTU-ANTAEUS, 1325548800,582.409166667
DESY-HH-overflow,1326758400,166.870555556
DESY-HH-overflow,1326672000,74.6447222222
DESY-HH-overflow,1326585600,41.3636111111
DESY-HH-overflow,1326499200,3530.63583333
DESY-HH-overflow,1326412800,7028.25472222
DESY-HH-overflow,1326326400,145.727777778
DESY-HH-overflow,1326240000,24.3452777778
DESY-HH-overflow,1326153600,754.48

http://gratiaweb-itb.grid.iu.edu/gratia/csv/glidein hours bar smry




Web Portal to GlideinWMS

* Built bioinformatics (cpass) website submitting
to GlideinWMS.

UNIVERSITY OF NEBRASKA-LINCOLN | BSOS |
CPASS D e m a1

UNL» CPASS v

CPASS Portal

Comparison of Protein Active Site Structures

The Function of a Protein can be Identified by the Sequence and Structure of its | CPASS is provided as a
Ligand-Defined Active Site collaboration between the
research group of Dr.
Robert Powers and the
Holland Computing

The Comparison of Protein Active Site Structures (CPASS) database and software is used as part of our FAST-NMR

assay to assign the function of a hypothetical protein or a protein of unknown function. The CPASS database and Center.

software enable the comparison of experimentally identified ligand binding sites to infer biological function and aid

in drug discovery. The CPASS database is comprised of unique ligand-defined active sites identified in the Protein Interested in using CPASS?
Data Bank, and the CPASS program compares these ligand-defined active sites to determine sequence and structural CPASS is free to use for

similarity without maintaining sequence connectivity, along with ligand similarity, if desired. CPASS will compare any academic users. However, you
set of ligand-defined protein active sites irrespective of the identity of the bound ligand. mustireqstegfogaccess
Register

An email address from a valid

- academic institution is required
active-site

. B——
- s."c XYz 2 . for registration.
coordinates alignment
Already a registered user?
= Login to use CPASS
— :\ Kooy, '/ \ /‘ ( alignment CPASS Terms of Use
é ) scores
( - Login

Protein with
highest similarity
scores is

Valid username and password
are required.

hftp://cpass.uhl.edu/




Groups for Different Usage

 We have many glidein ‘groups’ for users

— Main: most commonly used by generic submitters
and cpass.unl.edu

— Long: < 36 hour jobs
— Extralong: < 72 hour jobs
— HTPC: High throughput parallel computing jobs

— T20verflow: Transparent overflow for the
Nebraska T2 to other sites.



Groups for Different Usage

* Requesting group is as simple as adding an
attribute to job description

 For example, for a job running between ~16
(main max) and 36 hours, you could add:

universe = vanilla

+LongJob = TRUE
Requirements = GLIDEIN Is Long =7= TRUE

queue



Overflow Tier 2 through GlideWMS

* CMS jobs transparently flock to glideinwms
frontend.

 Jobs are executed at other sites.

http://derekweitzel.blogspot.com/2011/04/overflowing-teir-2.html




Comments on GlideinWMS

e Good

— Huge improvement over Condor-G
— Can setup and not touch for years.

e Bad

— Complicated configuration
— Resource utilization on frontend

— Lack of ability for frontend operators to debug
factory (pilot) issues.



Comments on OSG Glidein Factory

e Good

— Responsive to questions and issues

— Dual factories provide resiliency to bleeding edge
UCSD

 Bad

— Heard throttling at the factory is in the future
(allocations?)



